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Comparison of whole blood and serum samples of 
Breast Cancer based on Laser-Induced Breakdown 
Spectroscopy with Machine Learning

In case 1, narrow NN and LDA showed the best prediction results. In narrow neural network, the 
training set accuracy was 92.2%, a false positive rate of 8.3% of cancer samples were missclassified 
and 5 spectra from first and 4 spectra from second showed variation from missclassified samples. 
However, a false negative rate of 7.3% of non-cancer samples were identified as cancer samples 
and 4 spectra from first and 3 spectra from second showed variation from missclassified samples. It 
resulted in a specificity of 92.7% and sensitivity of 91.7% respectively. All cancer and non-cancer 
samples were completely classified. Only two cancer was mistakenly identified, and two non-
cancer was misclassified as cancer. Prediction accuracy results of Narrow NN can found in paper. 
Fig. S1 shows the confusion matrix of narrow NN produced from training model.

                                             
Fig. S1. Shows the confusion matrix of the narrow neural network produced from the training model for 

discriminating the whole blood samples of breast cancer versus non-cancer.

   Similarly, LDA also showed the best prediction results. In LDA, the training set accuracy was 
88.2% and a false positive rate of 10.2% of cancer samples were missclassified and 5 spectra from 
first, 4 spectra from second and 2 from third showed variation from missclassified samples. 
However, a false negative rate of 13.5% of non-cancer samples were identified as cancer samples 
and only 7 spectra showed variation from a single misclassified sample. It resulted in a specificity 
of 86.5% and sensitivity of 89.8% respectively. All cancer and non-cancer samples were completely 
classified. Only three cancer was mistakenly identified, and one non-cancer was misclassified as 
cancer. Prediction accuracy results of LDA was 90.5% and a false positive rate of 6.2% of cancer 
samples were missclassified and 5 spectra showed variation from a single missclassified sample. It 
resulted in a specificity of 86.1% and sensitivity of 83.8% respectively. Almost all cancer and non-
cancer samples were completely classified. Fig. S2 shows the confusion matrix of LDA produced 
from (a) training model and (b) prediction model.



Fig. S2 shows the confusion matrix of LDA produced from (a) training model and (b) prediction model from case 1.

In case 2, Fine tree and bagged tree showed the best prediction results. In fine tree, the training set 
accuracy was 95.0%, and a false positive rate of 5.6% of cancer samples were missclassified and 6 
spectra from first and 2 spectra from second showed variation from missclassified samples. 
However, a false negative rate of 4.5% of non-cancer samples were identified as cancer samples 
and only 7 spectra showed variation from a single misclassified sample. It resulted in a specificity 
of 95.5% and sensitivity of 94.4% respectively. All cancer and non-cancer samples were completely 
classified. Only two cancer was mistakenly identified, and one non-cancer was misclassified as 
cancer. Prediction accuracy detailed results of fine tree can be found in paper. Fig. S3 shows the 
confusion matrix of fine tree produced from training model.

Fig. S3 shows the confusion matrix of fine tree produced from training model from case 2.

Bagged tree also showed the best training and prediction results. The training set accuracy was 
96.0% and a false positive rate of 5.6% of cancer samples wa6 missclassified and 5 spectra from 
first and 2 spectra from second showed variation from missclassified samples. However, a false 
negative rate of 2.6% of non-cancer samples were identified as cancer samples and only 4 spectra 
showed variation from a single misclassified sample. It resulted in a specificity of 97.4% and 
sensitivity of 94.4% respectively. All cancer and non-cancer samples were completely classified. 
Only two cancer was mistakenly identified, and one non-cancer was misclassified as cancer. The 
prediction set accuracy was 84.6% and a false positive rate of 27.8% of cancer samples were 
missclassified and total 20 spectra showed variation from four different missclassified samples. 
However, a false negative rate of 4.8% of non-cancer samples were identified as cancer samples 



and only 4 spectra showed variation from a single misclassified sample. It resulted in a specificity 
of 95.2% and sensitivity of 72.2% respectively. All cancer and non-cancer samples were completely 
classified. Only four cancer was mistakenly identified, and one non-cancer was misclassified as 
cancer. Prediction accuracy results of fine tree can be found in paper. Fig. S4 shows the confusion 
matrix of bagged tree produced from (a) training and (b) prediction model.

Fig. S4 shows the confusion matrix of bagged tree produced from (a) training model and (b) prediction model from case 2.


